To editor:

Dear Dr. Fuentes: 

Thank you for your information and reviewer arrangements. The reviewer made careful and professional review of our manuscript 2006JD007515. The suggestions are helpful for us to refine this paper.

We followed the reviewer’ suggestions and revised this paper. Please see the revision list for details. Here I confirm all authors listed on the manuscript concur with submission in its revised form. If you have question about our manuscript, please let us know.

Sincerely,

Youhua Tang

List of Revisions:

We have revised our manuscript according to the reviewers’ comments. This paper was re-organized and the major revisions included

1. All tables were changed.

2. Figure 13 moved to the beginning of this paper and became the new Figure 1, and other Figure numbers are adjusted therefore.

3. Figure 8 was changed from individual models to ensemble of the predictions.

4. Add the wind fields to Figure 17A.

5. Add a new section 2.3 to introduce the methodologies used in this paper.

6. added more information about the global models and refer to their recent papers
We have made other revisions according to the reviewers’ specified comments, please see revised manuscript and our responses for detail.

Thank you  

Responses to Reviewer 1:
Thank you for your comments. We revised this paper according to your suggestions.

It is obvious that regional models are sensitive to their boundary conditions (BCs) from previous model studies, and from simple arguments comparing advection times across limited domains against vertical tracer mixing times. In my opinion the paper needs to a better job quantifying this sensitivity (For example, while the author states that the sensitivity to BCs increases with height, I see no quantitative evidence that this is true.) 

· Your are right. This sensitivity does not always increase with heights, especially over some remote sites. However, since most ICARTT flights were over polluted areas, and strong surface emission made most low-altitude segments insensitive to BCs. We changed all tables (Table 1) from statistic results of all heights to those in mandatory vertical layers, which quantify the difference’s dependence on height. 

Presenting results from specific ICARTT flights is illustrative of the different model solutions, but not very quantitative. Why did the author's pick the flights they picked? Much of the paper, at least in terms of figures, is devoted to examining individual flights. These individual flights do not seem very interesting - they are just one of many flights. It is difficult to interpret the results of one flight in terms of the overall results. I would suggest the authors limit the discussion of individual flights and make the discussion more concise.
· We picked 4 specific flights for discussion and these 3 flights were affected by inflows from lateral or top boundary conditions, while other flights over further inland did not show this sensitivity. These individual flights could show the boundary condition’s influence for certain events. It just shows the scenarios besides the overall picture. 
Section 3. I have a difficulty interpreting the results in this section. If one really wants to determine the sensitivity of the model solution to boundary conditions the easiest methodology would be to make two simulations: one with normal boundary conditions and the other with those same boundary conditions reduced by a small factor (e.g., 10%). Comparing these solutions and assuming linearity one can determine the approximate fraction of concentrations at each point due to inflow from the boundaries. I don't know how to interpret the results when one takes the solution from three global models. The implication seems to be that one can get a broad range of valid solutions. However, this implication only holds if it is equally valid to take one model for boundary conditions as another. Have these versions of the models been evaluated against measurements?

 I would make the following suggestions: If the authors want to merely show sensitivity of the solution to BCs the methodology outlined above would be most suitable. If their intention is to show the broad range of solutions obtained when using state-of-the-art chemical GCMs for boundary conditions, these models need to be more carefully evaluated, at least against the measurements used for evaluating the regional solution. 
· Yes, all these global models have been compared to ICARTT flight measurements. Please see their individual papers for detail. Here we use “real” inputs for global models instead of artificial boundary conditions because this paper focuses on the practical issues of using global model drive regional model. Section 5.3 actually gave the theoretical results of the sensitivity to BCs perturbations using influence function.
A related point is that much of the discussion in the paper concerns which model BC gives a better solution and where. Again, this really is of no scientific value if we do not know enough about the parent model runs to be able to interpret any differences.
· Yes, you are right. The performance of global parent model is critical to regional model. However, although these models differ significantly, they generally yield reasonable inflow pattern driven by wind fields. 

Overall Comparison: Tables. These tables are not very helpful as given. What are the standard deviations in the means and the errors in the calculated slope? Are the means, slopes and correlation coefficient statistically different from each other? It would be valuable to use other methodologies for distinguishing differences -e.g., using a root-mean-square difference, or other more sophisticated measures of model-measurement differences. This seems particularly important when assessing the importance of time-mean or profile boundary conditions (as the BCs are the same in the mean). The correlation coefficients do not show much difference between the BCs, at least at coarse resolution. Does this suggest the measurements are not sufficient to distinguish between the different BCs, or that the models are not sensitive to these different methods of supplying the BCs (which seems at odds with some of the results along flight tracks).

 It would also be valuable to quantify the qualitative statements made at the end of section 3 using this table - that model differences are largest near the top and lateral boundary of the models. The table could be segregated by height and possibly by nearness to an inflow boundary.
· We changed all tables to height-dependent tables according to your suggestion. We also added the explanation about the meanings of statistic results. The DC-8 aircraft did not have too much flight segments near inflow boundaries of the 60km domain, which is reason that the BCs did not shows strong influence on statistic results for all flights. 
I am not sure what you mean by adjust emission ratios based on NEI-2001. Adjusted from what?

· This adjustment is for light alkanes and aromatic emissions.

I do not understand how the NLDN data is used in combination with the parameterization by Price. I'm not sure why the equations are specified. What is z and P? It's probably only necessary to reference the paper by Price et al.

· Changed to refering Price et al

MOZART-NCAR and MOZART-GFDL give very different results. More information is needed about these models to determine why the results are so different. What meteorology does MOZART-NCAR use? What emissions? Please give enough information so the reader can determine the differences between these model simulations.

· Added those information. MOZART-NCAR also used NCEP reanalysis data.
Section 3.1: Underestimation of the fire emissions. I do not see how you can conclude the coarse resolution models underestimate the fire emissions from this one comparison.

· Changed.
Figure 13. It seems this figure should be an introductory figure - not stuck in the middle of the paper. What do the different color codes mean?

· This figure was changed to Figure 1, and the colors represent individual flights.

Figure 14. This figure gives a nice sense of the importance of the different BCs with height. However, it is very difficult to read standard deviations of the separate solutions. This should be improved. Also, at least for CO it does not appear that the different BCs are more influential with height.

· We changed tables to highlight the altitude dependence.

Again, thank you for your comments.

Responses to Reviewer 2:
Thank you for your review. I follow your suggestion revised the sentence, wording, and typo errors. Here are the responses for your other concerns: 

The solution is still elusive although time-dependent BCs are demonstrated to be better than time-averaged or profiled BCs. It is not apparent to me why an ensemble of global model BCs (for example, the three global models used) would be better. 
· These global models have some systematic biases for certain regions. Using ensemble method we could eliminate the biases with statistic tools. 

First, we clearly see that the three global models are very different. The two MOZART versions are very different, which is surprising. We know from the paper that the stratospheric ozone treatments are different. However, it is not obvious why CO simulations are so different between two versions of the same model. More model descriptions on how the emissions differ quantitatively among the three models are needed. Based on the results shown in the paper, the three models provide different but similar-quality BCs. An obvious question is how these global model results compare with aircraft measurements (which should be done before their results are used for other purposes) and if the model biases have any bearings on the quality of the BCs they provided. 
· All these global models have been compared to ICARTT flight measurements. Please see their individual papers for detail. We added more information about the global models.. 

Second, the traces gases used in Tables 1-4 are different. The selection of the tracers seems arbitrary. Wouldn't it be better to use a standard set of tracers in the evaluations? The least-squares fitting slope is highly dependent on the intercepts. The quality of the fitting slope should be discussed in the context of the intercepts. I suggest that the intercepts are also listed in the tables and used in relevant discussion.
· We changed all tables. The intercepts can be roughly estimated with mean values (x, y) and slopes. We use mean values instead of intercepts mainly because the intercepts are too dependent on slopes, and sometimes are not reliable.
Third, the adjoint sensitivity section (5.3) is the most interesting section to me because it provides quantitative measures of the BC influences. That section is also the most confusing. I do not understand why the whole model domain or the 12-km domain is not used for the target region. The sensitivity values in (A), (B), and (C)-(E) of Figure 17 vary by orders of magnitudes. I do not understand what the numbers mean. I would presume that the influence from the upper boundary condition can be calculated in the same way. If so, it will be useful to include.

· The 12km domain is located in northeastern corner of the 60km domain, not in center. That location is not suitable for this theoretical highlight. The sensitivity values in Figure 17 are the dimensionless influence function (concentration/concentration) integrated with time. The function in figure 17A is additionally integrated with altitudes. Since their magnitude difference is too much, we can not put them into same magnitude coordinate in those figures. The influence of upper boundary condition on CO is relatively weak. So we did not include it.
P. 4, section 2.1, line 8, how are the VOC emission ratios adjusted? Why?
· This adjustment is for light alkanes and aromatic emissions because all measurements and models indicated they need to be adjusted.
P. 5, 1st paragraph. Do NLDN lightning always overlap with the presence of cumulus clouds (not stratus clouds) in MM5? Why is CG lightning NOx uniformly distributed? Pickering et al. (1998), which was cited in the paper, showed that a uniform distribution is unreasonable. What about IC lightning NOx? How is positive/negative CG determined?

· MM5 itself did give cloud type information, but just cloud water content. IC lightning NOx was distributed in the layer where clouds exist. NLDN data include determined positive/negative CG. 
P. 5, 3rd paragraph, do all three global models provide speciated aerosol BCs? If not, should aerosol simulations be included in this paper?

· RAQMS does not have aerosols. So we just focus on gaseous species in this paper.

P. 6, 1st paragraph, do the two MOZART models use the same emission fields? What are the emissions RAQMS uses? What are the magnitudes of these emissions?  How different are the chemical mechanisms between MOZART and RAQMS? Do MOZART-GFDL and RAQMS use the same ozone climatology (in the stratosphere)?

· All these global use their own emissions which are different. We add more information and reference to these models. MOZART-GFDL and RAQMS use different methods for O3 treatment.
P. 7, section 3. Why are these flights chosen? The detailed descriptions do not provide any general indications on the quality of the BCs from global models. Are they chosen because the BC effects are most obvious? In that case, would it be enough to show just the July 15 case? I think it suffices.  
· Yes, these flight segments were strongly influenced by boundary inflow. The July 15 flight showed predicting difference of CO and O3 over Canada, which is not enough for showing the extensive influence of BCs.  

Page 10 line 20 and 21. To show the high correlation between K+ and BC you could indicate the correlation coefficient.

· We added this coefficient.

P. 8, line 7, how can one be certain that the plume is from fire emissions?
· Changed. Actually other ICARTT models and measurements (CH3CN) also indicate that this plume contained signal of forest fire plume.

P. 8, line 12,  coarse model resolution...OR an underestimation...
· Changed .

P. 10, line 5, if NOy is a long-lived BB tracer, why do the models with overestimated CO underpredict NOy concentrations?
· Changed.

P. 10, section 4. I think that showing one case is enough to illustrate the model difference since the conclusions in the section are fairly obvious.

· This paper includes the comparison for many flights because it serves not only a paper about BCs influences, but also shows the performance of the STEM model in ICARTT campaign.

P. 12, 2nd paragraph, line 6. The statement that concentrations at 1 km can be affected significantly by surface emissions needs to be more precise. At night, the statement is usually incorrect. With a model, one can look at the results and ascertain the emission impact.

· Changed

P. 13, section 4.2, line 4, does the sentence imply that O3 overprediction is caused by NOz prediction? Both are probably due to transport from BCs.

· Yes, our NOx emission tends to be too high. 

P. 14, 1st paragraph. It seems to me that the incoherent O3-NOz changes are more likely due to top boundary conditions.

· It could be. This flight segment is below 4km and our top boundary is in about 13km.
Section 5. There are many statements of one model being better than the others. It is seems to me that many of these "superiorities" are statistically insignificant. Assigning some statistical significance to all the comparisons in the section will be more convincing.

· The global models do differ significantly. It is nearly unavoidable to mention their difference. We changed some sentences.

Equation (1), what's the unit of Ci(x,y,z)? Why is the lamda function linearly additive? Are the negative values in the figures from numerical noise?

· Ci(x,y,z) is dimensionless influences function integrated with time. The addition was defined to approximate the time-integration. The purpose here is to eliminate the time dimension, which will complicate the discussion. The negative values are very small and negligible. We believe that they came from numerical noises.
P. 20, 1st paragraph, 10th line from the last. Why would the emissions from CA and western US in general not be as significant (at low altitudes) as Asian emissions from the western boundary?

· Changed.

P. 20, 1st paragraph, 7th line from the last. What is the "chemical contribution of CO to O3"? Direct ozone production from CO oxidation is not that large. How does one derive ozone production efficiency from this quantity? OPE is usually with respect to NOz.

· We added reaction lists to explain.

P. 21, 1st paragraph, 7th line from the last. What species are "greater"? By how much?
· Changed.

P. 21, 2nd paragraph, 2nd line. "... in two scales"
· Changed.

Again, thank you for your comments.
Responses to Reviewer 3:
Thank you for your comments. We revised this paper according to your suggestions.

The testing of spatial and temporal averaging and the influence functions are

thrown into the results at the end without any discussion of them in the

methodology (Section 2).
· We added a new section 2.3 to explain it.
The authors should consider how to reduce the number of figures. For example, Figure 1 is very confusing. It is very easy to understand the sensitivity simulations that were performed and which boundary conditions were used without a figure. Also, could Figure 13 be deleted while referencing a website for ICARTT, or another paper in the special issue?

· This is a long paper, as it also serves as a paper showing the STEM performance for ICARTT campaign. Figure 13 now changed to Figure 1, which shows the flight segments used for statistic analysis.
Section 2: Please provide a reference and more description for the aerosol solver SCAPE II.
· Added.
Section 2: Does STEM-2K3 use the same 21 vertical layers as the MM5 simulation?
· Yes.
Section 2.1 (Emissions): Which version of the NEI 2001 is used, and where were they obtained? There is a version of NEI 2001 that was used for the EPA Clean Air Interstate Rule (available online), as well as several other versions that are floating around.
· It is NEI 2001 version 3 from Jeff Vukovich (University of North Carolina), one of co-authors of this paper.
Section 2.1 (Emissions): A key issue with this discussion and with the analysis is that the NEI 2001 does not account for changes in NOx emissions associated with the NOx SIP call. Several other ICARTT modeling studies introduced a reduction in the NOx emissions to account for this. How much bias is introduced into the modeling results from this? This must be thoroughly addressed here and

in the results discussion to make the manuscript acceptable, in my opinion.

· The NEI-2001 v3 inventory has much lower NOx emission than that of NEI-1999 v3 emission we got from Stuart McKeen (NOAA Aeronomy Lab) during the ICARTT forecast phase. However, our results show that we still tend to overpredict NOy, which is obviously due to emission problem. In this paper, we did not touch this problem too much, but will figure it out in the future.
Section 2.1 (Emissions): What fraction of the NOx emissions aloft come from lightning, and are aircraft emissions included in this study?

· During this period, the lightning NOx took only very few fractions in total NOx emission, about 0.139% in average. We have EDGAR aviation emission in this study.
Section 2.2: Do any of these global models provide aerosol boundary conditions? If not, what boundary conditions are used for the aerosols for STEM-2K3?

· The two MOZART models have aerosol species (BC, OC, dust, sea salt, nitrate, sulfate et al.) and we used them in boundary conditions. RAQMS model did not have aerosol. So in this paper we mainly focus on gaseous species.

Section 2.2: What is the vertical resolution and upper limit for each of the global models?
· MOZAR-NCAR has 28 hybrid levels ranging from the surface up to 2 hPa, MOZART-GFDL has 41 levels and RAQMS has 35 levels. The references we cited showed the detail.
Section 2.2: When setting up the boundary conditions from the global models for STEM-2K3, how do you make sure that stratospheric ozone values are introduced to the correct vertical layer in STEM-2K3? Is it strictly counting on the matching of pressure levels? If so, is there a risk that ozone values could be introduced into the upper troposphere and create artificial stratosphere-troposphere mixing?
· We performed 3-D interpolation for each grid cell of boundary conditions according to its pressure, latitude and longitude. Since the ambient pressure is time-varied in MM5 grid system, the vertical interpolation coefficient is also time varied. This method can make sure the grid is spatially matched. We found our regional predictions in the upper layer are consistent with the corresponding global models.
Section 2.2: I would recommend getting rid of the “BB” acronym, as it is confusing and unnecessary since the term is not used that frequently.
· Changed

Section 4: I found the last paragraph before Section 4.1 (“Figure 1 shows the framework of this study. Here we use…”) confusing because it reads as if you are presenting a new study from this point forward. Again, I do not see that Figure 1 is necessary at all. A much clearer and more concise description of how you are temporally and spatially averaging the global boundary would actually emphasize the points more effectively.
· This figure illustrates the framework of this long paper. We hope to keep it. We add more introductions for the analyzing method.

Section 5: To provide a more complete assessment, I highly recommend that the authors also include a comparison of the model results against the surface network(s) for ozone for the days of the flights. The comparisons against flight data help to emphasize the importance of the boundary conditions for the

predictions aloft, and suggest that the boundary conditions have less influence on concentrations near the surface. Is this true at rural surface sites (such as CASTNet) as well? Also, a surface network comparison would give a more spatially cohesive picture of how important it is at the surface.
· Good suggestions. We have extensively compared our model results to NOAA AIRMAP and EPA AIRNOW stations. Unfortunately we found few stations deeply inside the domains are sensitive to BCs. If we just choose stations near the boundaries, it could bring another question about how to set up a domain. Surface emissions and depositions look play more important role. We will look at CASTNet data in the future.
Section 5 and Table 1: The statistics are very similar across the simulations in many cases. Are the differences across the simulations statistically significant? Several times in Section 5, the authors state that one global modeling leads to better STEM-2K3 results based on these statistical comparisons. Before agreeing with these conclusions, I want to confirm that the differences are significant.
· We changed the tables and corresponding discussions. These global models differ significantly, but influence of this difference may not be always significant, but depending on location and heights.

In the conclusions, it is important to note that this comparison covers a brief period of time and specific events, and that similar analyses over a broad range of conditions would be most helpful.

· Done.
Again, thank you for your comments.
